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Neural Network Training on
Encrypted Data with TFHE  
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Abstract
We show that learning
gradient based classifiers
with Stochastic Gradient
Descent using TFHE and
6-bit quantization yields  
accuracies and runtimes
comparable with the state
of the art. We showcase
this approach on Logistic
Regression and Multi-
Layer-Perceptrons.

FHE vs FP32

Rounding and Quantization

Resources
zama.ai/blog
github.com/zama-ai/concrete-ml

Acurracy per batch on Breast Cancer Dataset:
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Code available
on Github


